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Question 1:

1. It’s a separable equation. We deduce that (3y> — 6)y" = 372, integral on both sides and use
the initial data, we deduce the solution is

y —6y=1t-1

2. By the hint, we want to find an integrating factor having the form u = u(xy). From

the pro 5 in homeworkl, we can choose u = el R where R = 2 which only

xM — yN
depends on xy. In this equation, we find that N, = 1 + 4xy, M, = 3 + 4xy, and then
N.—M 1 1 .
R = ——— = ——(only depends on xy). Hence, u = —. We multiply u on the both
xM — yN Xy Xy

3 1

sides and get an exact equation (— + 2y)dx + (— + 2x)dy = 0. Therefore, using the initial
X y

data, the solution of that O.D.E is

Inly| +2xy + 31n|x| = 2.

3. The characteristic equation of the homogeneous equation is 4> —4r + 1 = (2r — 1)*> = 0.

t/2

Hence, the general solution to the homogeneous equation is y = (c¢; + czt)e”’“. Since the

R.H.S of inhomogeneous equation is 8¢/2, we assume the particular solution having the

, AP . AP ,
form y* = Ar?¢'’?. Then, (y*) = (7 +2A0e"?, (") = (T +2At+2A)e"?, we substitute
these to the equation and deduce that A = 1. Hence, the solution to the O.D.E is

y = (c1 + e’ + e,

Question 2:

1. We consider the general case. Suppose the equation p,y” + p;y + poy = 0 has a solution
¢1, we assume another linearly independent solution is y = v(#)¢; and calculate each
derivative of y:

y =ver+ o,

y =ver+2ve +vp.

(1

'In the marking of midterm, we will give 50%-80% marks if your result is wrong but the process is right.



We substitute above to the general equation, using the fact that ¢, is a solution, and we

will get v satisfies

p2p1v + (Cpapy + pre)v = 0. ()
In this problem, ¢ = ¢, p, = sint, p; = —(sint+ cos t), we substitute these to (2) and get
that v satisfies
sinfv’ + (sint — cost)v = 0. 3)
, sin ¢ sint + cost
Let w = v and we deduce that w = — hence, v(t) = —e"T. Now we
e
L sinft + cost ) .

deduce another solution is y, = S e so the general solution to the O.D.E is
. sinf + cost
y=ce+ CQT

. We also consider the general case. Suppose the equation p3y® + p,y” + p1y + poy = 0 has
a solution ¢;, we assume another linearly independent solution is y = v(f)¢; and calculate

each derivative of y:

Y =V +ep,
yN = v”cpl + 2V/(,0,] + VQD,I,, @)
y(3> = vmgol + ?w”(,a’1 + 3vl<,0/1' + vgallﬁ.

We substitute above to the general equation, using the fact that ¢, is a solution, and we

will get v satisfies

p3p1v” + Bpsgy + pap))V + (Bp3p) +2pap; + prg))v’ = 0. (5)

In this problem, p; = 2 =2t +2, py = —1%, p; = 2t and we choose ¢, = ¢'. Similarly, we
get that v satisfies

(P =2t+20 + QP -6+ 6V + (2 —4r+6) =0. (6)

By far we can’t solve this equation, but since ¢, = ¢ is solution to the O.D.E, which means
v = te”' is a particular solution to (6). Hence, we use the reduction of order again. Let

w =V and assume w = u\/l is another solution to the following equation:
(= 2t+2)w + (2 = 6t +6)w + (£ — 4t + 6)w = 0. (7)
Use the formula in 3.1, we deduce that u satisfies:
1 =2t +2)u’ =0. (8)

Then, u = C; + C,t, which means v = Cte™ + C,(t* + t — 1)e™". Hence, another linearly



independent solution to the O.D.E is ¢3 = 2, which means the general solution is y =
cit + oot? + c3é.
REMARK: In this problem, we can also choose ¢; = ¢, this leads to the equation of v
changing to

1 =2t + 20" + (- + 3£ -6t + 6)v" = 0. )

Actually, (9) is a first order separable equation, but solving this equation is not easy. We

(=172 +1
3

let w = v and use partial fraction to find that w = e , then integral twice to

deduce the same result.(The calculation is not easy and you can have a try by yourself.)
Question 3:

1. For this question, we add the condition that THE WRONSKIAN OF ¢, ¢;...¢, IS
NONZERO. We consider the following system of linear equations:
0 pur (1) + oo+ 01 p1(1) + @1 o) = =) (1)

G VD1 (0) + o+ @upi () + apo() =~ (D)

(10)
O Va1 (D) + o+ 9,1 (1) + upolt) = =@l (0)
or ¢ ooy
0 @ ey
We write the (10) in the vector form: Ap = b, where A = 2 2 ,
T R

p = (p()’ Pl, ceey pn—l)T’ b = (_So(ln)a _SD;n)’ eees _ngzn))r

which implies det(A) = det(W) # 0. Hence, the system (10) is solvable, we can apply
det(W,-)

det(W)’ "
is the matrix formed by replacing the i-th column of A by the column vector b. The

Now since A = W(§01,902,---,90n)T,

the Cramer’s rule to solve these p;. The Cramer’s rule tells us p; =

remaining thing is that to show these coefficients are continuous. Since each ¢; is n-times
continuous differentiable functions, and the determinant of n* elements is a polynomial of
these elements, we deduce that W; and W are continuous functions, which implies these

p;i are continuous.



det(W;)
det(W)

2. From 3.1, we have the formula p; = . In this question, we have:

t

. sin ¢ ; .
W(e',sint) = = e'(cost —sint),
e’ cost
e’ cost o
Wy = Lo =e'(sint + cost), (11)
—e' sint
e’ sint .
W, = , = 2¢'sint.
—e' sint
sint + cost 2sint . . ,
Hence we deduce that p) = — , py = ———, the equationisy + p;y +
cost—sint cost—sint

poy = 0.
REMARK: In this problem, note that p,_; can also be solved by Abel’s formula.

Question 4:
1. Since:
A 3 -1 -2 A 3 -1 =2
A 2 -2
2 A-1 1 -2 2 A-1 1 -2
Al —A| = = =412 A -2
2 -1 a+1 =2 0 O A 0
0 2—-4 2=-2
2 3 -1 A1-4 0 2-14 -2 A-2
=11-2 = 21 -2)%
-2 |=r@a-2)
(12)
Hence, we deduce that A has two double eigenvalues 4; = 0, 4, = 2 and the corre-
sponding eigenvectors are & = (-1,-1,-1,-1D)7, n, = (0,-1,-1,-1)7, 5, = (3,1, 1,4)".
01 0O
. 0 00O ) .
Hence the Jordan form of A is 0020 = D. Since dim(ker(A — ,,1)) =
000 2
dim(ker(A — A,1)*) = 2, we want to find 8 such that 8 € ker(A — A,1)*/ker(A — A;1).
0 -8 4 4
5 -4 0 0 4 r
We calculate that A< = 40 04l so we can choose 8 = (1,2,3,1)". By far, we
-4 -8 4 8
-1 1 0

3
-1 2 -1 1
-1 3 -1 1
-1 1 -1 4

deduce that 7 = , where T~'AT = D.



1+ 0 O
. . 01 0 O
2. Since the Jordan form of A is D, and exp(Dt) = 00 & . We get that the
e
00 0 &*

fundamental matrix ¢(¢) = Te”. Hence the general solution is

-1 1 0 3

-1 2 5| —1 | 1
xX=c + ¢yt + c3e + cqe 13
1 1 2 3 3 1 4 | (13)

-1 1 -1 4

REMARK: In this problem, since we have three eigenvectors, we immediately have three
solutions: x; = &, x3 = 1%, x4 = me?. For another solution (I have already told in the

tutorial), we can assume it having the form x, = & + 8, where S satisfies (A — 4,1)B = &.
Question 5:

1. It’s sufficient to check that x; = (3t*, —*), x, = (>, —*)" are the solutions of that sys-

tem(Obviously they are linearly independent). We calculate that

1243 :
P(t)x, = 4 = X, (14)

2t ,
P(H)x, = Y = X,. (15)
These complete our proof.

2. Since the fundamental matrix of homogeneous system is ¢(f), we assume the solution

to the O.D.E is x = u(t)¢(f), where u = (u;, u,)’. The variation of parameters tells us u

CTAB SR T A I
S

{ 3ttu, + Pu, = 4t

satisfies

i.e.

17)

4.0 D0
—t'u, — t'u, =0

2
We solve (17) and deduce that u; = 2t + Cy, up = —§t3 + C,. Therefore, the general
solution of that O.D.E is

16

3 1
x:C1t4(_1]+C2t2[_1)+t5 3, | (18)
3



Question 6: This problem is a simple use of Abel’s formula. In tutorial, I already showed
that for the n-th order linear equation:

Y+ DYV + o+ pr(0)Y + poy =0, (19)

we have W(yy,...y,) = Cel "P-1041 where y,, ...y, are the solutions of (19). For the system
X = Ax, we have similar result. If ©1, ..., are solutions of that systems, we have W(gol, e Q) =
C'el ™4t \where tr(A) means the trace of A. In this problem, since the 77(A) = —p(f) and

Y1, Y2, V3, @1, 2, @3 are fundamental sets, we deduce that

W(yl’ ceey y3) = Clef_P(l‘)dt

20
W(‘Pl, e P3) = Czef—p(t)dt (20)

where C;, C, are non-zero constants. This completes the proof.



